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ABSTRACT _..':'.!:!!_:'_!_.'_
This paper covers to provide a current snapshot of thé' ex1stmg state of investigate and
apphcauons of Data Mmmg methods in e-learning. Few years ago the data ﬂow n teachmg and

quality of management decisions. Data mining' techmques are loglcal tools that can be utilized to
pull out important knowledge from huge data sets. This paper talk§ to purpose of data mining in
educatlonal institutions to take.out construetlve 1nformat10n from;the vast data sets and providing
considering real life paradlgrnh ar;ld by applymg dlffeTent da”ta mining technique in E Learning.
Distributed data m,ufung is 1nv’en!:ed “from the requlfl.’ement of mining over decentralized data
sources. Data mining technlques hnkmg, in such Qomplex surroundings must come across huge
dynamics due to amendment in the system.ean 1nﬂuence the overall presentation of the system.

L. INTRODUCTION A =! 5 5; J

Within a dec:ade the Internet has become anenveloping medium that has changed totally, and
perhaps foreif'é'r; the way mformatl.on and knowledge are transmitted and shared all through the
world. The educatio-n community has not limited itself to the role of inactive actor in this relating
story, but it has been! at the frontat most of the changes.

In reality, the Internet an,d ‘the advance of telecommunication technologies permit us to distribute
and manipulate information in almost real time. This reality is shaping the next generation of
distance education tools. Distance education came out from traditional education in order to
cover up the requirements of remote students and/or help the teaching-learning development,
reinforcing or replacing traditional education. The Internet takes this development of
delocalization of the educative experience to a new empire, where the lack of presential
intercourse is, at least partially, replaced by an increased level of technology-mediated
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communication. Furthermore, telecommunications permit this interaction to take forms that were

not available to traditional presential and distance learning teachers and learners.

This is e -learning (also referred to as web-based education and e-teaching), a new context for
education where large amounts of information describing the continuum of the teaching-learning
interactions are endlessly generated and ubiquitously available. This could be seen as go-ahead:
prosperity of information willingly available just a click away. But it could equally be seen as an
exponentially rising terrifying, in which free information blocks the educational system without
providing any articulate knowledge to its actors.

Data Mining was born to deal with problems like this. As a field of research, it is almost modern
to e-learning. It is, though, rather complicated to define. Not because of its built-in complexity,
but because it has most of its roots in the ever-shifting world of busmes& At its most detailed, it
can be understood not just as a collection of data analysis metﬁods but as.a data analysis process
that encompasses anything from data understanding, pre.-pr.oqessmg alﬁf modeling to process
evaluation and implementation [16]. It is yet usual to pay spef:ah-l attenﬁdh tq the Data Mining
recognition and machlne learning to provide 'grnz&ytlca 'solutions to pll,'f(pb_lems in areas as various
as medicines, production, and trade, to name just a few. An aspect Thai sperhtaps makes Data
Mining unique is that it pays special attentinn to the compat 1iallty of th‘q modeling techniques
with new Information Technologles dT) and"a‘m@& inolo Jies ; regularly spotlight on large,
heterogeneous and complex databasés ‘B-learning databases frequeﬂ’cly fit this depiction.
Therefore, Data Mining can be used to extract knowledge from 1é;-le:arnmg systems through the
analysis of the information @Vailable in the iform of data:-gﬁr_erajed by their users. In this case, the
main objective becomes"'ﬁl’idifg the pattél‘ns ‘of system practice by teachers and students and,
possibly most importantly, dlscb‘ifb;rlng the students’ 1q‘sarn1ng behavior patterns.

This paper aims w:ﬂ_:_wlde an as complete as posmble review of the many applications of Data
Mining to e- learnlng‘&*{er the perlod 1999 201 1,—.fﬁat is, a survey of the literature in this area up
to date. We must admit'tha wthis is not ‘ehe' fifst time a similar venture has been undertaken: a

collectmn :Qf credentials that eoler up mos.ﬂ bf the significant topics in the field was concurrently

-

||||||

preseﬁted in .[71] “4'4:-'.1-,
The results ‘of Fhe survey are orgaplzed from different points of observation that might in turn
contest the dlff'él‘eﬁt interests| ﬁxs possible readers: The surveyed research can be seen as being
displayed togethexf{{'ith two axes: Data Mining troubles, methods, and e-learning applications.
Section 2 represents ’the: 'ﬁesearch along the axis of the Data Mining modeling techniques and
methods, while SeCtIOIIl_,_?) represents the surveyed content along with the e-learning applications
axis. This organization of the surveyed content should permit readers to access the information in
a more solid and self-contained way than that in [71].

Most of the information provided in this paper takes the form of tables of publications. I
believe it to be the best (or at least the most compact) way to systematize it in a guided approach

to findthe main contents.
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2. A SURVEY OF DATA MINING IN E-LEARNING FROM THE DATA MINING

POINT OF VIEW

As declared in the introduction, my aim to organize the results of the survey in different ways
that might match to the various readers’ academic or professional backgrounds. In this section,
Irepresented the surveyed research according to the Data Mining problems (classification,
clustering, etc.), procedures and methods (e.g., Neural Networks, Genetic Algorithms, Decision
Trees, or Fuzzy Logic).

In fact, most of the existing research addresses troubles of classification and clustering. For this
reason, detailed subsections will be devoted to them. But first, let me try to find a place for Data
Mining in the world of e-learning. —

2.1. Where does Data Mining fit in e-learning processes? & -:-T-T_E:..

Some researchers have pointed out the secure relat1on,fbetween -ﬂ':r:: fields of Artificial
Intelligence (AI) and Machine Learning (ML) -maing mh-ces of Dajé Mining techniques,

l-l—l-ll

methodsand education process [4, 26, 30, 49, 79, and 85] -—_:m S e -

iz I e 1. 2 -|-| -|-|-r|-|-| r-

i

forecasting some feature of an educational .s1tuat10n Models as compﬁji‘ﬁm._matchmg to some
characteristic of the teaching or learning ﬂtocess and u-sq:d gs a compojrnt for an educative
object; and models as basis for des1gn of educa&onal arhfaets supportmg the design of computer
tools for education by prov1d1,n’g'"'des1gn methodologles and| System components, or by
constraining the variety of toolsfﬂlat might be accessible to learners"

In [49, 85], studies on how, __Q_gta Mining téehniques coulvdmef{optrvely be integrated to e- learning
environments and how hey. eould develop the leaming tasks were carried out. In [85], data
clustering was recomthended éguﬁoﬁié to encouraéﬁ-_group-based collaborative learning and to
give incremental spiidqnt analysis. ""::_';_':-___ y 4

A review of the pOﬂSﬂbﬂltleS of th‘d-;hpphcatm’n#of Web Mining (Web usage mining and
clusterlng), techniques to ;gather some Gfﬁﬂﬁ existing challenges in distance education was
presentﬁ;_;m [30]. The prOJeieted approach- ‘could improve the efficiency and effectiveness of
d1stanmueatlon in two way's"“r'in. the one hand, the discovery of collective and individual paths
for students v:rdd assist in the growth of effective modified education, providing asign of how to
best systematlz‘é—!ﬂze-educator S org’amzaﬂon s courseware. On the other hand, virtual knowledge
structure could be reec rem‘gmzed through Web Mining methods: The discovery of Association Rules
could build it pos&ble—.—ﬁ')l’ Web-based distance tutors to recognize knowledge patterns and
restructure the virtual course based on the pattern exposed.

An analysis on how ML techniques - again, a common source for Data Mining techniques- have
been used to computerize the structure and training of student models, as well as the background
awareness necessary for student modeling, were presented in [79]. In this report, the difficulty,
suitability and possibility of applying ML techniques to student modeling was commented.

2.2. The classification problems in e-learning

In classification problems, we generally plan to model the existing relationships (if any) between

a set of multivariate data objects and a certain set of outcomes for each of them in the form of
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class relationship labels. Although plenty of classification methods that would be healthy in a
Data Mining process exist, in what follows, we shall see that only a few techniques (or families
of techniques) have been applied to e-learning.

2.2.1. Fuzzy logic methods

Fuzzy logic-based methods have only recently in usefor their first steps in the e-learning field
[36, 39, 40, 81, and 89].

In [81], a neuro -fuzzy model for the assessment of students in an intelligent tutoring system
(ITS) was presented. Fuzzy theory was used to determine and convert the interaction between the
student and the ITS into hngurstlc terms. Then Art1ﬁ01al Neura.l,.NﬁiSE’:s were taught to realize

r|-|1-rr

the estimation made by human tutors of the degree of alhzmptd:etween ang'tl)bserved response and

a student characteristic. ' ,'-.'if".. [ IEETE P i
'"'rr— ""-"_'r'l'l"_l'l'l'l'l'l'_l'l'l'l'l"rr

A fuzzy group-decision approach to help users_'z}pd domam"g{@erts in the assessment of
educational web sites were realized in the EWSE syStem presented 1 39]. In further work by
Hwang and colleagues [36, 40], a fuzzy rul B based method for ehc1t1hﬂﬂ,d,_1ntegratmg system
management understanding was proposed @ d served ,gsr,the feundatlolﬂiﬁ'ﬁr the design of an
intelligent management system for monltormg leaijmmg We'b sewers This system is competent
of predicting and handling feasrblgru failires of educational Web seﬁvers improving their solidity
and reliability. It helps studentd’ self-evaluatlon and pr0V1des th.e.in with suggestions based on
fuzzy reasoning techniques.£=. £ T --m ﬂ:-:-'

A two-phase fuzzy mlnhlg”?gp_g;reducegﬁh'_ét«gorithﬁ: was described in [89]. It integrates an
relationship rule minifig algorithmigcalled Apriori, with fuzzy set theory to discover embedded

1nformat10n that q’é)iﬂd. be fed bac ,Ff_ﬂ 1nstructors E’r reﬁnement or reorgamzmg the teachlng

AQR, to find the conceﬁ'td_eﬁerlptlons m&n-gﬁirg the missing concepts during students’ learnmg

\\\\\

The resu"fts of this phase ”c'c'iiiliﬂ] also be fe-'dr' back to teachers for refining or reorganizing the

aaaaa

learning path i

||||||||| |_|_._|

lllllll
.....

|||||||

A navigation support" “"’Qeﬁl based on an Artificial Neural Network (more precisely, a Multi-
Layer Perceptron, or 1\_{1’]:1)) was put forward in [55] to decide on the right navigation strategies.
The Neural Network was used as a navigation strategy decision module in the system.
Evaluation has validated the information learned by the Neural Network and the level of
efficiency of the navigation strategy.

In [53, 87], evolutionary algorithms were used to assess the students’ learning behavior. A
combination of multiple classifiers (CMC), for the classification of students and the prediction of
their final grades, based on features extracted from logged data in atutoring web-based system,

was described in [53]. The classification and prediction correctness are improved through the

10
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weighting of the data attribute vectors using a Genetic Algorithm. In [87] we discover a random
code generation and mutation process recommended as a method to examine the comprehension
facility of students.

2.2.3. Graphs and Trees

Graph and/or tree theory was applied to e-learning in [9, 13, 14, 29, 42, 47, 48, 95, and 97].

An e-learning model for the personalization of courses, based both on the student’s needs and
capabilities and on the teacher’s profile, was described in [9]. Personalized learning paths in the
courses were modeled using graph theory. In [47, 48], Decision Trees (DT) as classification
models were applied. A debate of the implementation of the'ﬁis"ciiibe Learning Algorithm
(DLA), which uses Rough Set theory to find general decision! rules, was. présented by [47]: ADT
was used to agree the original algorithm to distance learm-ng‘uisues On t,'ne basis of the obtained
results, the teacher might accept as true the reorgamza‘uoﬂ-qf the edbit-'sg amaterl,als,-System
architecture for mining learners’ online performance pat‘[ern‘s..t -W’ﬁs put “forward ‘in’ [13]. A
framework for the integration of tradltlonal..W eb | Tfo.g_ mining a-lg(pmhms with pedagoglcal

L L I

Also in [48] an automatic tool, basedmtﬁdeﬁtﬁhﬁqducatron performance and
communication preferences, for, rﬁ'e fhvention and discovery of slmple student models was
described, with the ultimate aim of creatmg a personalized educat,wn environment. The approach
was based on the PART alg@tithm, which pr.oduces rulés _ﬁ:om:;)funed partial DTs. In [97], a tool
that can help trace deﬁéie‘ﬁéiéﬁ 1n studeﬂts"understandmg was presented. It resorts to a tree
abstract data type (A[5T) built' ﬁrlqm the concepts C$Vered in a lab, lecture, or course. Once the
tree ADT is crea@:_'_each node . qan be assoc:latéd with different entities such as student
performance, class Tptffﬁnnance or lqih ;develqpment Using this tool, a teacher could help
students by-discovering :E_c epts that needed .atfdltlonal coverage, while students might discover
concepts | fbr which they wof,;t,-g&;_eed to speﬂél additional working time.

A tool to p_qgﬁ(_)_rm a quantltatn)é;ﬁudy based on students’ learning act was introduced in [14]. It
recommends 1 new courseware dla?g;:ams combining tools given by the theory of conceptual maps
[63] and 1nﬂuenee dlagrams_ﬁiﬁ.] In [29, 42], modified Web-based learning systems were
defined, applymg qu usage mining techniques to modified recommendation services. The
advance is based on a Web’ page classification method, which uses attribute-oriented initiation
according to related dq_mam awareness shown by a concept hierarchy tree.

2.2.4. Association Rules

Association Rules for classification, applied to e-learning, have been investigated in the areas of
learning recommendation systems [18] learning material organization [89], student learning
assessments [38, 45, 52, 54, 69, 70], course variation to the students’ behavior [19, 35, 50], and
estimation of educational web sites [21].

Data Mining techniques such as Association Rule mining, and inter-session and intra-session

frequent pattern mining, were applied in [71] to extract useful patterns that might help educators,

11



IJESR/January 2013/ Volume-3/Issue-1/Article No-5/7-34 ISSN 2277-2685

educational managers, and Web masters to evaluate and interpret on-line course activities. A
comparable approach can be found in [54], where contrast rules, defined as sets of conjunctive
rules describing patterns of performance inequality between groups of students, were used. A
computer-assisted approach to diagnosing student learning problems in science courses and offer
students advice was presented in [38], based on the concept effect relationship (CER) model (a
specification of the Association Rules technique).

A hypermedia learning environment with a lesson component was described in [19]. It is called
Logiocando and objects children of the fourth level of primar}iHs_lcu}_lc_)ol (9-10 years old). It
contains a tutor module, based on if- then rules, that follows the, téﬁ&i?@y providing suggestions
on how and what to study. In [52] we find the descrlpthrr of a learmxg process evaluation
method that resorts to Association Rules, and the wcﬂ:ﬁfmwn ID3 Hﬁk learning method. A
framework for the use of Web usage mining to support the Vafﬁ&tmn oﬂEanm:mrsne desighs was
defined in [21], applying association and sequence téechniques [S-E:EE" B 4

In [50], a framework for personalized e- learmng‘1b_aséd on aggrega‘fﬂj&ﬁsgge profiles and domain
ontology were presented, and a combmathﬁ of Semantic Web and ﬁ:ﬁ'mmng methods was
used. The Apriori algorithm for Assomahbh Rules was maplemented E;z:rarrest relationships
among URL references based on thQ nav1gaimmﬁ d;qs1gns of st:udents /A test result feedback
(TRF) model that studies the rela,tw@rps between student learnmg time and the corresponding
test results was presented in [1}'5'] The objective was dual: on thé' one hand, developing a tool
toassist the tutor in reorgani@g the course..materlal onithe, other a personalization of the course
tailored to the different std"d'c;ﬁiieeds. Thel"ﬁ'ﬁﬁfoach was based in Association Rules mining.

A rule-based tool fom'the adapt T eneration of dlf@ultles in IT’S in the context of web-based

programming tutorlsl Was proposea n' [ "5] In [18] _-eb based course recommendation system

The approaeh 1nc0rp0rates‘ﬂ1¢ Apr10r1 algﬁ"'ﬁi&nn Wlth graph theory.

2.2.5. ,_J&ﬁxltl-agent systemS' ; .J.

Multl%'géf-'&_Systems (MAS) for'clasmﬁcatlon in e-learning have been proposed in [2, 28]. In
[28] this take."'é":i'he form of an adap.tlve interaction system created on three MAS: the Interaction
MAS captures 1 the wser favqutesx applying some defined usability metrics (affect, efficiency,
helpfulness, contﬁmd learnablhty) The Learning MAS shows the contents to the user
according to the mfo@_ﬁfdn collected by the Interaction MAS in the previous step; and the
Teaching MAS offers approvals to improve the virtual course. A multi-agent recommendation
system, called InLix,' was described in [2]; it advises educational resources to students in a
mobile learning platform. InLixpools content analysis and the growth of students’ virtual
clusters. The model includes a procedure of classification and recommendation opinion in which
the user agent learns from the student and adjusts itself to the changes in user’s interests. This
provides the agent with the chance to be more accurate in upcoming classification decisions and
recommendation steps. Therefore, the more students use the system, the more agent learns and
more accurate its actions become.

12
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2.3. The clustering problem in e-learning

Different in classification problems, in data grouping or clustering we are not involved in
modeling a relation between a set of multivariate data items and a certain set of results for each
of them (being this in the form of class membership tags). Instead, we generally object to
discover the model of groups in which the data items are frequently clustered, according to some
item parallel measure.

We discover a first application of clustering methods in [37], whewetwork -based testing and
diagnostic system was applied. It involves a multiple-criteria test*ﬁééfﬁ"f‘neratmg problem and a
dynamic programming methodology to create test sheets. I'he proposer::::methodology employs
fuzzy logic theory to control the difficulty levels of test @cts accordln:g to the learmng status

Fuzzy Adaptive Resonance Theory (Fuzzy ART) [Lﬂ:] to group

as dynamic programming [22] to test sheet const’rdctlon b _4, i
In [60, 61], an in-depth study telling the ¢sab111ty of Artificial Ne Fﬁ*- Networks and, more
specially, of Kohonen’s Self-Organizing M gs (SOM), LA&}afp,r- the asse<§ja;vfént of students in a
tutorial supervisor (TS) system, as w_gll as the ¢apab1!l.‘ti}{*0fl a fuzzy TS te adapt question trouble
in the assessment process, was cag;ﬂe_cf out. An analy51s on how Daﬁa Mining techniques could be
successfully merged to e- learﬂi"ng environments, and how th1s ‘could progress the learning
processes was presented 1%5] Here, data clustermg ts:.recqm'mended as a means to promote

group-based collaborativé"lgﬁfming and tq-dff_’e‘"r 1ncre1;§ntai4student diagnosis.

In [86], user actions, a’ssomatec'i‘m:students Web usage were collected and pre-processed as part
of a Data Mlnlngfmcess The Exp&tauon Max1m1§&'tlon (EM) algorithm was then implemented
to group the users 1n‘t§rgr-oups accordﬁjg_j,o the,uﬁ ‘behaviors. These outcomes could be used by
teachers tordeliver speﬁiﬁimd advice t'e;-;sﬁtdénts belonging to each group. The simplifying

-'I.

hypothe&s that students bv-r mg to eae‘i{' group should share web usage behavior makes

lllllll
.....

behavior patterns in: e;i]iaboratlve activities in e- learnlng applications.

Some researchers [23" BI 83] proposed the use of clustering techniques to group similar course
materials: An ontology__abased tool, within a Web Semantics framework, was applied in [83] with
the goal of helping e-learning users to discover and organize dispersed courseware resources. An
element of this implement was the implementation of the Bisection K-Means algorithm, used for
the grouping of similar learning materials. Kohonen’s well-known SOM algorithm was used in
[23] to devise an intelligent searching tool to cluster similar learning material into courses, based
on its semantic similarities. Clustering was proposed in [31] to group similar learning documents
based on their subjects and similarities. A Document Index Graph (DIG) for document
representation was introduced, and various classical clustering algorithms (Hierarchical

13
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Agglomerative Clustering, Single Pass Clustering and k-NN) were implemented.

Different variants of the Generative Topographic Mapping (GTM) model, a probabilistic
alternative to SOM, were used in [11, 12] for the grouping and visualization of multivariate data
regarding the behavior of the students of a virtual course. More specially, in a variant of GTM
known to behave robustly in the presence of atypical data or outliers was used successfully to
identify clusters of students with adistinctive learning behaviors. A different variant of GTM for
feature relevance determination was used in [12] to rank the available data structures according
to their significance for the definition of student groups.

2.4. Other Data Mining problems in e-learning it :-: ®

As previously statedthat most of the current research compacts with proiblems of classification
and clustering in e-learning environments. However, therh' gre severaI ;dppllcatlons that hold
other Data Mining problems such as prediction and Vlsuahzat-lbﬁ Whrch Wlll | be: revrewed in this
subsection. B 't?;’!':’-,‘ """
2.4.1. Prediction techniques 7 N i,
Prediction is often also an exciting problem 111 e-learning, although it must he boern in mind that it
can easily overlap with classification and-*regressmn _problems. The predlctlng of students’

il

behavior and performance when usmg e- leaﬁ%&“ﬁﬁéﬁ%‘le‘@g the potential of simplifying

JI..\.

Amethodology to develop the performance of developed com'ses through reworking was
presented in [72, 73]. Coursé: iog files warepoused in datahra.se&réould be mined by teachers using
evolutionary algorithms 0" detbrmme 1mpof1.'ant rellatronsinps and patterns, with the goal of

||||||

discovering relationss “between’ sﬂlden}é knowledge l_evels e-learning system usage times and

students’ scores. ...'.ﬂ__f.l, ""EH.-. .
|| "'|

A system for the autumanc study of 0 actlons in Web- based learnlng environments, whrch

Some studles apply regression me'fﬁods for forecast [5, 27, and 44]. In [27], a study that expected
to find the sour'c'es of error 111..1?1:1:& predlctlon of students’ knowledge behavior was carried out.
Stepwise regressro'n' ;xfms apphed to evaluate what metrics help to explain poor prediction of state
exam scores. Linear regregséion was applied in [5] to predict whether the student’s next answer
would be right, and holx_y'llong he or she would take to produce that response.

In [44], a set of experiments was conducted in order to forecast the students’ performance in e-
learning courses, as well as to evaluate the relevance of the attributes involved. In this approach,
several Data Mining methods were implemented, including: Naive Bayes, kNN, MLP Neural
Network, C4.5, Logistic Regression and Support Vector Machines. With parallel goals in mind,
tests applying the Fuzzy Inductive Reasoning (FIR) methodology to the forecast of the students’
final marks in a course taken at a virtual campus were carried out in [62]. The relative relevance

of specific features telling course online behavior was also evaluated. This work was extended in

14
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[25] using Artificial Neural Networks for the prediction of the students’ final grades. In this
work, the predictions made by the network were understood using Orthogonal Search-based Rule
Extraction (OSRE) a novel rule extraction algorithm [24]. Rule extraction was also used in [72,
73] with the emphasis on the discovery of interesting prediction rules in student usage
information, in order to use them to improve adaptive Web courses.
Graphical models and Bayesian methods have also been used in this context. For instance, an
open learning platform for the development of intelligent Web-based educative systems, named
MEDEA, was presented in [88]. Systems developed with MEDEA leader students in their
learning process, and permit free navigation to better suit thﬂlr_:l'"ﬁ'ﬂnmg needs. A Bayesian
Network model lies at the core of MEDEA. In [3] an evalu&i’on of stuEnts attitudes and their
connection to students’ performance in a tutoring sysr[r-": Was 1mp1er_r_'|p1ted Starting from a
association analysis between variables, a Bayesian Ne'tworkﬁat 1nferr§ﬂi-.1:t|§§g_sa'_§_1;_lvg.ng_lx_1rqr pOsitive
students’ attitudes was built. Finally, a Dynamlct.Bayes Net":%gy ) was used“in' [15], for
modeling students’ knowledge behavior and prec'h{:t ﬁiture performa%#m an [TS.
In a tool for the automatic detection of atyp,fcal behaviors on the studéﬁﬁ'hus_e of the e-learning
system was well-defined. It routes to a Bayds;‘an predlcthp gﬁstm;hutlon m‘EEEl to detect irregular
learning processes on the basis of ‘_t,he students a;nsgwet- time. Npte that some models for the
detection of atypical student behagyf'rho'i’ Swere also referenced in thq section reviewing clustering
applications [11]. & ' 4 . ‘::.‘-'
2.4.2. Visualization tecllﬂues B e
One of the most important pﬁases ofa DaIa Mimng (Eoces& (and one that is usually neglected) is
that of data survey thmugh Vlsua':ﬁ'zatym methods. "
Visualization was, [ljlpdtarstood n [68}15} the backgrogﬁd of Social Network Analysis modified to
collaborative dlstance‘l@;?ﬁnmg, wheré:ﬂqmohesﬁn of small learning groups was measured. The
con51stency is computed-,m ‘several behavtefs_. 1n order to highlight remote people, active sub-
groups ,argd numerous roles q'ii'—fﬁ? members.:m the group communication structure. Note the links
betw.e'e_n'ﬁmbj ective and that ‘o‘:F atyplcal student behavior described in previous sections. The
method alloﬁﬂw display of globail properties both at individual level and at collection level, as
well as to assis %ently the_;:ﬁilritﬁal tutor in following the teamwork patterns within the group.
An educational I)Tc'tgf';zr:il{[ﬂining't‘(;ol is presented in [57, 58] that shows, in a hierarchical and
partially ordered fasﬁ%—iﬁe students’ interaction with the e-learning environment and their
virtual tutors. The tool provides case analysis and visualizes the results in an event tree,
exploiting MySQL databases to obtain tutorial events.
One main limitation to the analysis of high-dimensional multivariate data is the difficulty of

representing those data faithfully in an intuitive visual way. Latent methods (of which Principal
Component Analysis, or PCA, is perhaps the most widely known) allow such representation.
One such latent method was used in [11, 12] to display high-dimensional student behavior data
in a 2-dimensional representation. This type of visualization helps detecting the characteristics of
the data distributions and their grouping or cluster structure.
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2.5. Other Data Mining methods applied in e-learning

Not all Data Mining in e-learning concerns advanced Al or ML methods: traditional statistics are
also used in [1, 32, 74, 77], as well as Semantic Web technologies [34], ontologies [46], Case-
Based Reasoning [33] and/or theoretical modern didactical approaches [6, 7, 41].

Although it could have been included in the section devoted to classification, Naive Bayes, the
model used in [78, 84], also fits in the description of common statistical method. An approach to
automate the classification procedure of Web learning resources was established in [78]. The
model arranges and labels learning resources according to a thoug%rarchy extracted from the
lengthy ontology of the ACM Computing Curricula 2001 for Iﬁﬁlﬂuter Science. In [84], a
method to construct personalized courseware was proposed-' It cons'ié]E of the building of a
personalized Web tutor tree using the Naive algorithm, rf.m:m&lmng both..'tile background and the

structure of the courseware. ) ., P AR o
b ek oy B B B e AL

Statistical methods were applied in [8, 56, and 64]. In [64], the oqbgggg\_les were‘f‘i'e-"d'-ﬁ%'t')very and
extraction of knowledge from an e- learmng dataﬁase to back the" 'ﬁﬁhil;ysm of student learning
processes, as well as the assessment of the: ‘effectiveness and usablhtyi:B;E Web-based courses.
Three Web Mining-based evaluation cr1ter1]1 were meas]mpd Isession staﬁ_c's session patterns
and time series of session data. In the ﬁrst hasm staﬁ&t-les 'a’lmut sessions, such as average
session, length in time or in numbter oPsatistied requests were gatﬁlered In session patterns, the
learning processes were mineds from nav1gat10n and request behavi‘or Finally, in the time series
of session data, the develqpn'ient of sess1dr1 statistics and sessqon patterns over a period of time
was studied. All methods™ Wérb apphed to Web log en*tr.les In [8], a personalized learning
environment relatlng different. $¥mmetrlc and as&ﬂ;nmetrlc distance measures between the

students’ proﬁles.-ancltthelr 1nterests—was offered In {:56 ], tools for the analy51s of student activity

needs Some statlstlcal am?ses of the learner} S*actwltles were implemented.

An expenment eomblmng—-a;_,_-MAS and1 self—regulatlon strategies to permit flexible and
increfnental ‘design, and to prqmde a more accurate social context for interactions between
students and the teachable agefﬁ_ were presented in [6]. In [41], a model called Learning
Response Dynathlcs that stud:cs..l‘eammg systems through the concepts of learning dynamics,
energy, speed, foreq,- wand acceleration, was defined. In [7], the problems of developing
multipurpose adaptn';e 'al:nd’mtelhgent learning systems that could be used in the context of
practical Web-based e_gfucatlon were debated. One such system: ELM-ART was developed; it
supports learning programming in LISP, and provides adaptive navigation support, course
sequencing, individualized diagnosis of student solutions, and example-based problem-solving
support.

MAS have also been implemented to e- learning outside classification problems. In [76], one
called IDEAL was designed to back student-centered, self-paced, and extremely interactive
learning. The analysis was carried out on the students’ learning-related profile, which contains

learning style and background knowledge in selecting, organizing, and awarding the learning
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material to back active learning. IDEAL supports personalized interaction between the students
and the learning system and enables adaptive course delivery of educational contents. The
student learning behavior (student model) is inferred from the performance data using a Bayesian
Belief Network model. In [66, 67], a MAS called Cooperative Intelligent Distance Learning
Environments (CIDLE) was defined. It abstracts awareness from domain knowledge and
students’ behavior during a learning discussion. It therefore concludes the learners’ behavior and
adapts to them the appearance of course material in order to improve their success rate in
answering questions. In [51], software agents were planned as an alternative for data extraction
from e-learning environments, in order to organize them in, mielhgi:ht ways. The approach
includes pedagogical agents to monitor and assess Wgﬁ:f)ased liééiﬂling tools, from the
educational point of view. N ¥

In [33], a Case-Based Reasoning system was estabhshed to*aé_ffer nav1gat1¢rna-l gu,ldanoe to the
student. It is based on past user’s communlcatlom- m, logs and it dé)ﬁtalns a model" descrlblng

R

learning sessions. ,.-.:.::'__"'_ b i,

A system that evaluates the students’ presgntatlon in Web based e- Iéammg was presented in
[65]. Its functioning is measured by an exﬁmt system_using:

incorporates symbolic rules and neur,al comﬁﬁﬂ_ﬁgg—‘mﬁéma-ﬁ-?}e '_ia;: neurule is represented and

considered as an Adaline neuron. *:'5- Ha, o )

Finally, in [17], Social Network Analysls was projected as a m.et'hod to evaluate the dealings
between communication sﬁyfes social n;etworks an&r_l_eammg performance in a computer-
supported collaborative;, reamih;g (CSCL)"égﬁ‘imunlt Thel students learning performance was
measured by their fn;ral scores" Lﬂ the second seme ter of the CSCL course and was designed
through a combmamm;of final exam mark group assignment evaluation, and peer-evaluation.

3. A SURVEY OF DATA MINING IN E;-L'EARNING FROM THE E-LEARNING

B T N

POINT OF VIEW r":r, - :u.-.:*-

In th1s semon surveyed reFEa‘teh have beén presented the according to the e- learning problems

=1

unnecessary“ '-t¢rtmnat10ns we no?v"‘l:present n Tables 1 to 5 a survey of the avallable literature

according to the qilfferent e-lx:amlng topics talked in it. All tables contain, column-wise, the

following 1nformatié)'n‘ blbllographlc reference, Data Mining problem addressed (DM objective),

Data Mining techmque _p;slupd' (DM technique), e-learning actors involved, and type of publication:

Journal (J), Internationai'Conference (C), or Book Chapter (B).

Each of these tables summarizes, in turn, the orientations on one of the following e-learning

subjects:

1. Applications dealing with the assessment of students’ learning presentation.

2. Applications that provide course adaptation and learning references based on the students’
learning behavior.

3. Approaches dealing with the assessment of learning material and educational web-based

courscs.
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4. Applications that include feedback to both teachers and students of e-learning courses, based
on the students’ learning behavior.

5. Developments for the discovery of atypical students’ learning behavior.

Table 1 Research works that perform students’ learning assessment.

Reference DM objective DM approach e-learning Type of
actor publication
[56] Statistical analysis Basic statistical methods Student and J

[36] Classification Fuzzy reasoning
[37] Clustering Clustering, dynamic

programming and fuzzy le

theory
[14] Classification Conceptual maps
[1] Statistical analysis Metadata an

Classification

Student and C
Teacher

Student and C
Teacher
Teacher C
Student and C
Teacher
S Teacher C
1 Network Analysis Teacher C
cial Network Analysis Teacher J
Code generation and Teacher C
mutation.
[81] Classification Neuro-fuzzy model Teacher C
[65] Classification Expert systems and Neural Teacher C
computing
[53] Classification Combination of: k-NN, MLP Teacher C

and Decision Tree
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[54] Classification Contrast rules Teacher C
[69, 70] Classification Association Rules Teacher C;C
[13] Classification Association Rules Teacher C
[60, 61] Clustering SOM Teacher J; C
[35] Classification Association Rules Student and C
Teacher
[45] Classification Association Rules Teacher C
[77] Statistical analysis Basic statistical methods J

Student,

[85] Clustering Navigation path clustering ad,

hoc algorithm
[48] Classification Decision tree-basee
extraction 4
[59] Prediction Decision fre

[3] Prediction LD o p R L
[44] Classification and al : PP
Prediction ANN} > -
[5] Prediction Teacher C
[27] Prediction " "% . ssion L Teacher C
[57] Visualizatit . SQL queri i Teacher C
[58] i SQ 4 Teacher C
[62] Teacher C
[25] Teacher C
[82] Teacher C
[15] Pre 25x] Teacher C
Although an: impq research effort has been devoted to develop the students’ e-
learning experiences(see Ta lesi2 and, partially, 4), even more has focused assisting online

ing. the alysis and evaluation of the students’ performance and the
assessment of course matefials (see Tables 1, 3 and 5, as well as, partially, 3.4).

The assessment of students is the e-learning issue most commonly tackled by means of Data
Mining methods. This is probably due to the fact that such assessment is closer to the evaluation
methods available in the traditional presential education. One of the e-learning topics with the
least results obtained in this survey is the analysis of the atypical students’ learning behavior.
This is probably due to the inherently difficult problem of successfully establishing when the
learning behavior of a student is atypical or not.

tutors’ tasks, countin
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Table 2. Research works that deal course adaptation based on students’ learning behavior.

Reference DM objective DM approach e-learning Type of
publicatio

actor n

[29] Classification Consistency Queries (CQ) Student C

inductive inference machine
[42] Classification Consistency Queries (CQ) Student C
inductive inference machine

[13] Prediction Software agents : C

[84] Prediction Ad hoc naive algorithm C

[28] Classification

[9] Classification

[19] Classification

[2] Classification

[50] Classification C

[8] Classification Student C

[15] Classification Student C

[35] Classification Studentand C
Teacher

[55] Classification Student J

[48] i Teacher C

[72, 73] Student C;J

[33] S¢ Student C

[31] ingle-Pass and k-NN Student B

[47] ough set theory and decision treesStudent and C
Teacher

[66, 67] Multi-agent systems and ID3 Teacher C;C

[76] Bayesian Network Student J

[88] Prediction Bayesian Network Student C
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Table 3. Data Mining applications providing an assessment of the learning material.

Reference DM objective DM approach e-learning Type of
actor publication
[18,19]  Classification Software agents and Association Student C;C
Rules
[15] Classification Association Rules (integrating  Teacher C
Apriori algorithm), fuzzy set

theory
and inductive learning (AQR
algorithm)
[39] Group Decision Group decision method, grey
methods system and fuzzy the
[40] Classification Fuzzy rules

and prediction
[78] Classification C
[64] Classification C
[21] Classification C
[77] J
Teacher
and Staff
Teacher C
Teacher J

21



IJESR/January 2013/ Volume-3/Issue-1/Article No-5/7-34 ISSN 2277-2685

Table 4. Data Mining applications providing feedback to e-learning actors (students, tutors
andeducational managers).

Reference DM objective DM approach e-learning Type of
actor publication
[18, 19] Classification Software agents and Association Student C; C
Rules
[36] Classification Fuzzy reasoning Student J
[1] Statistical Metadata analysis Student and C

analysis

[32] Statistical Metadata analysis
analysis

[97] Classification

[35] Classification

[18] Classification

[47] Classification

[86] Clustering

[3] Prediction Teacher B
[5] Teacher C
[27] Teacher C
[25] Teacher C
[62] Teacher C
[11] Teacher C
[15 Dynamic Bayes Net Teacher C
Table 5. Data i or the detection of atypical learning behaviors.
Reference DM objec DM approach e-learning Type of
actor publication
[10, 11] Outliers Bayesian predictive  Teacher C;C
detection distribution model
[12] Outliers GTM Teacher C
detection
[14] Outliers GTM Teacher C

detection
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4. DISCUSSION AND OPPORTUNITY FOR THE USE OF DATA MINING IN E-
LEARNING SYSTEMS

In this section, we analyze in some more detail current state of the research in Data Mining

applied to e-learning, importance its future viewpoints and opportunities, as well as its

limitations. On the basis of the research papers surveyed in this chapter, we can roughly

characterize the above-mentioned opportunities as follows:

4.1. E-learning courseware optimization

The possibility of tracking user behavior in virtual e-learning environments makes possible the

mining of the resulting data bases. This opens new poss@fﬁilmlfmr the educational and

instructional designers who create and organize the learning ¢ gontents. !*':1: !

In order to improve the content and association of the resd‘grce,s of V1rtqa] courses, Data Mining

methods concerned with the assessment of learning materials, aéybh as thé’dé,-summanzed in Table

3, could be used. Classification problems are dormnant in this qﬂéa although"'p'l"e&“‘ctlon and

J'I'_-| e,

clustering are also present F N '.Tm

course resources and learning materials are 1ﬂs§ﬁ7§}eﬁ&4—r e 1—:—-—-,; ’

The Data Mining methods apphe:d"to evaluate the learmng rnaterlal in an e-learning course,

summarized in Table 3, 1nclude Association Rules techmques,,"*lFuzzy theory and clustering
techniques, amongst others# ’We consider 'that a Worka’lﬂ;e,staﬁmg point for the development of
course material evaluatioh 15 'th‘e exploraﬁdn of Web usagﬂI models, applying Association Rules
to explore the relat10nsh1ps b'etWe_n the usablhty Qf the course materials and the students’

learning presental;%on the basis' ef the 1nformat101r gathered from the interaction between the

user and the leatning eavironment. +H .

Ly e O
R ELain

4.2. Students’ e- learmng:eq)erlence 1mpmwement

One ofy the most importan rqmgctlves in} ‘e-learning, and one of its major encounters, is the
1rnpr0vemEnt.of the e- learmng éﬂperlence of the students enrolled in a virtual course. As seen in
Tables 1, 2 'andu4 several pubhcatl-tons have pointed out like self—evaluatlon learmng strategles

Data Mining mod‘el'si ;have been apphed to these problems, containing Association Rules Fuzzy
Theory, Neural Networ;ks.,-ﬂemswn Trees and traditional statistical analysis.

Applying Data M1n1ng_,(fext Mining or Web Mining) techniques to analyze Web logs, in order to
determine useful navigation patterns, or deduce theories that can be used to develop web
applications, is the main clue behind Web usage mining. Web usage mining can be used for
many different determinations and applications such as user profiling and Web page
personalization, server performance enhancement, Web site structure development, etc. [80].
Clustering and visualization methods could also improve the e -learning experience, due to the
capacity of the former to group similar actors based on their similarities and the ability of the
later to define and explore these groups automatically. If it was possible to group similar student

23



IJESR/January 2013/ Volume-3/Issue-1/Article No-5/7-34 ISSN 2277-2685

behaviors on the basis of students’ interaction with the learning environment, the tutor could
provide accessible feedback and learning reference to learners.

Combinations of Data Mining methods have demonstrated their potential in web-based
environments, such as the grouping of multiple classifiers and genetic algorithms described in
[53] and the neuro-fuzzy models put forward in [81].

4.3. Support tools for e-learning tutors

The provision of a set of automatic, or semiautomatic, tools for virtual tutors that permitted them
to get detached feedback from students’ learning behavior in order to track their learning
process, has been an important line of research on Data Mmmg.f@r"ﬂé’ﬁmng, as can be deduced
from the information summarized in tables 1, 4 and 5. Baseﬂ' on the f)EE:Eicatlons surveyed, the
experimental tools developed with this objective in mind, mbe apprognately grouped into:

1. Tools to appraise the students’ learning performance (Tabler“:f% Ao

2. Tools that permit performing an evaluation of thelearning mal’entﬁS'(Table_gFﬁ T

3. Tools that provide feedback to the tutors basecﬂ‘bn ffrd sstudents’ le"aiﬁxﬁh,g behavior (Tables 4-5).
Diverse Data Mining methods have been applied to assess the studen‘esq learning performance,
including: Clustering, Decision Trees, (ﬁial Netwo _Jgr|A1_1ai:y_s1s Ne%_ﬂ' Networks, Fuzzy
methods and Association Rules. In fggt this 18 fie}],r ' s ﬂ; "-léarxlmg topiC with more significant

research advances in the field of ag.pT"éatlons we are surveymg { i

One of the most difficult andf"tlme -consuming activities for teachers in distance education
courses is the assessment M‘ess due to ﬁe fact that, 113 this type of course, the review process
is better proficient througF deaboratw&f@soﬁrces ch as J_g: mall, discussion forums, chats, etc.
As a result, this asséssment fra:s:generally to be cs:';:ned out according to a large number of
parameters, whosq‘,‘ !mﬂuence in tl’T@F-mal mark is ﬂ'é)'t always well defined and/or understood.

Therefore, it would" bé‘ helpful to di$g;@_,ver fqzﬁ'tures that are highly relevant for students’

evaluatlon #In this way;, tﬁ,would be pé"sé'iﬁle for teachers to provide feedback to students
concergs_:q;r their learning ae'tlivtpes onlme.vand in real time. In this sense, GTM [12, 94] with
feature srgjﬁﬁcance determmatldrpand FIR [25, 62] methodologies have been applied.

From the Vf‘ﬂi'lal,teacher standpotnt valuable information could be obtain from the e-mail or
discussion forumrrasources hmwgver there is still a lack of automated tools with this purpose,
probably due to t‘l-l_elfizllgfﬁcuhy of analyzing the learning behavior from the aforementioned
sources. Such tool vﬁﬁj}éﬂtail the use of Text Mining (or Web Mining) techniques. Natural
Language Processing (NLP) techniques would be of potential interest to tackle this problem in e-
learning, due their abflity to extract useful information automatically that would be difficult, or
almost not possible to obtain, through other techniques. Unfortunately, NLP techniques have not
been applied broadly in e-learning. Some exceptions can be found in [23, 31], where NLP and
clustering models were proposed for grouping similar learning materials based on their topics
and semantic similarities.

Another almost uncharted research path in Data Mining for e-learningbears a great potential, is
that of the application of methods for the explicit analysis of time series. That is despite the fact
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that much of the evidence that could be gathered from e-learning systems usage takes exactly
this form.

5. DATA MINING IN E-LEARNING BEYOND ACADEMIC PUBLICATIONS:

SYSTEMS AND RESEARCH PROJECTS

Beyond academic publications, Data Mining methods have been integrated into software
platforms applied in real e-learning systems. A general review of these types of systems:
WebCT, Blackboard, TopClass, Ingenium Docent, etc. [20, 92], commonly used in universities
and higher education, showed two main types of platforms: The first type takes a course as the
constructing block, while the second takes the organization as" iplete. The former (e.g.
WebCT, TopClass) normally does not make a distinction béts l and author (course-

but also assume that the
teacher will create course materials. The latter (e.g. Ingeniu ), he ¢ defimed and

URL of the
Project DM project
name techniques
applied
www.lon-
capa.org/

LON-CAPA k-NN, MLP, 4
Decision # %
Trees, 4

Genetic
" sAlgorithms

www.atutor.ca/

ATutor “Assessment system University of
and student behavior Toronto, Canada
tracking
http://lexikon.d
fki.de/
LExXIKON  Consistency Course adaptation to German Research
queries (CQ) the students’ Center for Artificial
inductive navigational Intelligence,
inference behavior Technische
Universitét

Darmstadt, and
others, Germany
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Universidad Nacional
alLFanet Software Course adaptation to http://alfanet.ia.uned.es/a
Ifanet

Agents, the students’ de Educacién a

Machine navigational Distancia and Open

Learning, behaviour University of the

Association Netherlands. Spain

Rules Portugal, Germany

and Netherlands

University
AHA! Prediction Course adaptation to
Rules the students”
navigational :
behaviour

www.webct.co
WebCT Statistical Assessment 8y W P
Analysis and student behayieusit 4
-l.':.-._;.-:‘ l:.ul._.l uuuuuuuuu g ik
y ' www.blackboar
4 : d.com/us
Blackboard ~Statistical 4 is; Bl
4 2 /index.aspx

All these syste e importance of content but, unfortunately,
they hardl “which didactical methods and models they
implement; ¢ them. As far as adaptation is an essential part of
the syStems _ ization. Most of the surveyed systems do support
collaborative Iéarni ; ever they do not permit the use of any specific scenario. They
allow collabo Provi

Numerousof larg ojects have dealt with the integration of Data Mining methods in e
-learning (see Table 6 e’/ALFANET project contains of an e-learning platform that provides

includes a component to provide support to the understanding and presentation of dynamic
adaptive questionnaires and their evaluation at run-time, based on the student preferences and
profile. The adaptation component applies ML techniques, Association Rules, and Multi-Agent
architectures to provide online real-time recommendations and advice to learners based on
previous users’ interactions, the course structure, the contents characterization and the
questionnaires’ results.

The AHA! Project was initially developed to support an on-line course to add adaptation to
hypermedia courses at the Eindhoven University of Technology. AHA! is currently in its 3.0
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version. One of its most important features is the adaptation of the presentation and navigation
system of a course on the center of the level of knowledge of a particular student. AHA! applies
specific prediction rules to achieve the adaptation goals.

The Learning Online Network with a Computer Assisted Personalized Approach (LON-CAPA)
is an integrated system for online learning and assessment. It consists of a learning content
authoring and management system that allows new and existing content to be shared and re-used
within and across institutions; a course management system; and an individualized homework
and automatic grading system. In LON-CAPA some Data M1n1ng methods, such as k-NN, MLP
Neural Networks, Decision Trees, Association Rules, Comb.mﬁﬁi'ﬁ" 'th Multiple Classifiers,
Genetic Algorithms and K-means, are employed to analyze.nndlwduaT:ancess paths though the
material interaction behavior. .,..:..'..'_:*_" ;!3

LEXIKON is a research and development project with an ‘i_'ndvatlveqappmanh.-to knewledge
extraction from the Internet. The underlying learnmg mechamsmsrm'Voke 1na'-ur'5’umveqrrference of
text patterns as well as inductive inference of efémerrt’ary formal sSystém s. A specific inductive
inference method called consistency queries (_CQ) was designed and appl'ﬁﬂr‘pq_thls purpose.
ATutor is an Open Source Web-based LCMB glemgned ,wtt;h e(?nwmence E"nﬂ'ﬂemblhty features.
ATutor has also adopted the IMS/SCORM Cgmhmt Pac;kagmg spemﬁcahons allowing content
developers to create reusable conl;en't"’c‘hat can be swapped between different e-learning systems.
In ATutor, the tutors can aSS;léTl partlal credit for certain answérs and can view grades, by
student, and for all students..nn all tests, ex:en can get rq)orts ,sfrowmg the number of times, the
time, date, and the frequencyrwuh whlchneach student accessed course content.

WebCT is a commermal e- leamg.sulte prov1d1n§:.a Course Management system and an e-
learning platform [ﬁl ’WebCT the tﬁt‘@ﬁs can create sél’f assessments and the system automatically
scores multiple ch01oe,, matching, calb‘tﬂaigd Jumbled sentences, fill-in-the-blank, true-false and
short answers type queéﬁ@sh and can di%‘ﬁ'lnstructor created feedback and links to relevant
course ,m&ﬁterlal The tutors*cian monitor ,atudents activities in the e-learning system and get
differEnt repi -rcpm:ts about the trackingidata of their students.

Blackboard s at 18 another commercwﬂ@ -learning suite that allows tutors to create e-learning courses
and develop cﬁs%@-_l_eaming p:r%f;t'lhl's"for group or individual students, providing tools that facilitate
the interaction, C()j'_m.‘m?bﬁqicatioh_énd collaboration between all actors. The system provides data
analysis for surveys a'riﬁ'—_'_:r;-fi;;sf:item, and the results can be exported for further analysis. The paper
includes the number of times and dates on which each student accessed course contents,
discussion forums and assignments.

6. CONCLUSIONS

The universality of the Internet has enabled online distance education to become far morenormal
than it used to be, and that has happened in a surprisingly short time. E-learning course offerings
are now lavish, and many new e-learning platforms and systems have been established and

implemented with varying degrees of success. These systems produce an exponentially
increasing amount of data, and much of this information has the potential to become new
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knowledge to develop all examples of e-learning. Data Mining processes should enable the
extraction of this knowledge.

It is still early days for the incorporation of Data Mining in e-learning systems and not many real
and fully operative implementations are available. Nevertheless, a good deal of academic
research in this area has been issued over the last few years. From the point of view of the Data
Mining problems dealt with in the surveyed workings, we have seen that these are controlled by
research on classification and clustering. This is somehow predictable, given the variety and
wide availability of Data Mining methods, techniques and software tools for both of them. From
the e -learning problems viewpoint, most work deals with students® '[earhlng assessment, learning
materials and course evaluation, and course adaptation based; ﬁn students5 learmng behavior.

In this chapter we have offered a general and up-to-date sul“?e}y on Data Mllmng application in e-
learning, as reported in the academic literature. Although we~9¢inted to makq it-as, pomplete as
possible, we may have failed to find and 1dent1fy 'some paper§ jgl,'irnals ‘and conferences that
should have been incorporated. I apologize 1n..advance..for any such erf_ors that may have been
occurred. I hope that this chapter becomes seful not only for Data Nﬁnmg_p_ractltloners and e-
learning system managers and developers, fut also eyeily ﬁ):r-members ami’users teachers and

'r-'|r|

learners, of the e-learning commumtyn at huge‘ B e e T e R
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